
Why	is	Relaxed evaluation	flawed?

Rationale:	If	a	model	assigns	a	different	label	to	each	of	the	bins	
of	a	sub-event,	then	this	sub-event	counts	as	a	true	positive
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Idea
Challenges:
(i) Noisy nature of Twitter streams (e.g., event tweets

interspersed with others, non-event related info interjected)
(ii) People reporting the same thing
Contribution:
(i) Frame the problem as a sequence labeling task
(ii) Exploit the use of a chronological LSTM

Conclusions
(i) New neural model for binary sub-event detection
(ii) Propose a strong model to predict sub-event types
(iii) Extend the model with the idea of exchanging

chronological information between sequential posts, and
(iv) Using a chronological LSTM is beneficial in almost all

examined architectures.
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Results

Chronological LSTM improves the bin-level F1 score

Chronological LSTM is able to capture the natural flow of the text

Introduction
Goal: Detect sub-events in social media streams (i.e., Twitter)

Motivation:
(i) Difficult to track sub-events in Twitter streams
(ii) Different perspectives of the same event (e.g., emergency

situations) compared to traditional media

Task: Sub-event detection in sport Twitter stream
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LSTM) compared to models making independent
predictions per bin. The upper part of Table 2
contains models without the chronological LSTM.
Our experiments study both word-level and tweet-
level bin representations (see Fig. 1), as reflected
in the ‘Word’ vs. ‘Tweet’ prefix, respectively, in
the Model column of Table 2.

The simplest word-level representation uses the
tf-idf weighting scheme (as in Pohl et al. (2012))
followed by an MLP classifier. For the other
word-level models, we exploit several architec-
tures: AVG pooling (Iyyer et al., 2015), a CNN
followed by AVG pooling (Kim, 2014) and hierar-
chical word-level attention (Yang et al., 2016).

For tweet-level representations, we adopt sim-
ilar architectures, where the AVG, CNNs and at-
tention are performed on sentence level rather than
on the word-level representation of the bin. In this
scenario, we have also exploited the usage of se-
quential LSTMs to represent the tweets. When
comparing models with and without tweet-level
LSTMs, we report the strategy that yields the
best results, indicated by 3 and 7 in the tweet-
level LSTM (TL) columns of Table 2. We do not
present results for applying sequential LSTMs on
the word-level bin representation, because of slow
training on the long word sequences.
Benefit of Chronological LSTM: The bottom
part of Table 2 presents the results of the same
models followed by a chronological LSTM to cap-
ture the natural flow of the stream as illustrated
in Fig. 1. We report results as described in Sec-
tion 4, using the micro F1 score with the two eval-
uation strategies (bin-level and relaxed). We ob-
serve that when using the chronological LSTM,
the performance in terms of bin-level F1 score is
substantially improved for almost every model.
Note that the best model using the chronologi-
cal LSTM (Tweet-AVG) achieves 2.4% better F1

than the best performing model without the use of
chronological LSTM (Word-CNN-AVG). In most
cases there is also a consistent improvement for
both the precision and the recall metrics, which is

Macro Micro
Settings P R F1 P R F1

Burst 78.00 54.00 64.00 72.00 54.00 62.00
Meladianos et al. (2018) 76.00 75.00 75.00 73.00 74.00 73.00

Our binary classif. baseline 89.70 69.99 76.16 83.65 69.05 75.65

Table 1: Comparing our neural network binary classifi-
cation baseline model to state-of-the-art (P = precision,
R = recall).

Bin-level Relaxed
Model TL P R F1 TL P R F1
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Word-tf-idf - 49.40 52.06 50.69 - 56.10 56.10 56.10
Word-AVG - 51.40 45.96 48.53 - 56.10 56.10 56.10

Word-CNN-AVG - 56.93 56.01 56.47 - 75.60 75.60 75.60
Word-attention - 52.92 58.71 55.66 - 86.59 86.59 86.59

Tweet-AVG 3 49.04 45.96 47.45 3 62.19 62.19 62.19
Tweet-attention 3 51.99 42.37 46.68 7 80.48 80.48 80.48

Tweet-CNN 7 58.88 51.17 54.75 7 70.73 70.73 70.73
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Word-AVG - 58.14 58.35 58.24 - 71.95 71.95 71.95
Word-CNN-AVG - 60.89 56.19 58.45 - 60.97 60.97 60.97
Word-attention - 52.99 42.90 47.42 - 60.97 60.97 60.97

Tweet-AVG 7 57.43 60.32 58.84 7 64.63 64.63 64.63
Tweet-attention 3 48.26 52.24 50.17 7 67.07 67.07 67.07

Tweet-CNN 7 65.33 49.73 56.47 7 60.97 60.97 60.97

Table 2: Comparison of our baseline methods in terms
of micro bin-level and relaxed F1 score with and with-
out chronological LSTM (see Fig. 1). The 3and 7 indi-
cate whether the model uses a tweet-level LSTM (TL).

thanks to the sequential nature of the upper level
LSTM capturing the flow of the text.
Limitations of Relaxed Evaluation: On the other
hand, using the relaxed evaluation strategy, we
observe that the best models are those without
the chronological LSTM layer. Yet, we consider
the relaxed evaluation strategy flawed for our sce-
nario, despite the fact that it has been used for
entity classification tasks (Bekoulis et al., 2018a;
Adel and Schütze, 2017). Indeed, it is not able to
properly capture sub-events which are character-
ized by duration: e.g., if a model assigns a differ-
ent label to each of the bins that together constitute
a single sub-event, then this sub-event counts as a
true positive based on the relaxed evaluation strat-
egy (similar to the evaluation proposed by Meladi-
anos et al. (2018) and followed in Table 1). Thus,
in this work, we propose to use the bin-level evalu-
ation, since it is a more natural way to measure the
duration of a sub-event in a supervised sequence
labeling setting. Note that due to the noisy
nature of Twitter streams, a tweet sequence span-
ning a particular sub-event is likely to contain also
tweets that are not related to the given sub-event: a
given bin inside the event may contain only a mi-
nority of tweets discussing the event. Therefore,
we consider the standard sequence labeling eval-
uation (requiring to have types as well as bound-
aries correct) to be not applicable in sub-event de-
tection.
Performance Comparison of the Top-3 Mod-
els: Figure 2 shows the performance of our three
best performing models in terms of bin-level F1

score on the validation set. The best performing
model is the Tweet-AVG model since it attains its
maximum performance even from the first train-
ing epochs. The Word-AVG model performs well
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